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Large Language Models (LLMs) have remarkable advancements
in recent years and have revolutionized the field of natural lan-
guage processing. To reduce latency and improve inference through-
put, many inference engines have been proposed such as vLLM,
TensorRT-LLM, and DeepSpeed. However, there is no comprehen-
sive analysis on the power consumption and energy efficiency of
these inference engines. In this paper, we benchmark the power con-
sumption of LLM inference engines on one single GPU node with
2 H100 GPUs and provide a fine-grained analysis by decomposing
the inference lifecycle into two stages: the setup stage including
engine initialization and model loading; and the token generation
stage. For each stage, we further measure power consumption across
key system components, including GPU, CPU, and DRAM. This
breakdown analysis allows us to identify energy bottlenecks of in-
ference lifecycle and gain deeper insights into the energy efficiency
of modern inference engines.

CCS Concepts: « Hardware — Power and energy; « Computing
methodologies — Natural language processing; ¢« Computer
systems organization — Parallel architectures.

Additional Key Words and Phrases: LLM Inference Engine, En-
ergy Efficiency, Power Profiling

1 INTRODUCTION

Large Language Models (LLMs) such as GPT-series (GPT-
1 [21], GPT-2 [22], GPT-3 [3]), OPT [31], BERT [9], LLaMA-
series [26], Mixtral [13], and Falcon [1] have exploded in
popularity due to their new generative capabilities on rea-
soning, summarization [17, 29], and text generation tasks
in natural language processing domain [16, 18, 287 ]. How-
ever, as these LLMs grow in parameter size and complexity,
the performance of inference becomes a key bottleneck in
real-world deployments of cloud environments or data cen-
ters. For instance, the parameters of LLaMA series have been
scaled from 7 billions to 405 billion in only 2 years (from 2023
to 2025). LLM inference is both computationally intensive
and latency-sensitive, especially in applications that require
real-time or high-throughput responses.

To improve throughput and hardware utilization of infer-
ence, many inference engines have been proposed in recent
years. Typical examples are vLLM [15], TensorRT-LLM [27]
and DeepSpeed [2]. These engines applied different techniques
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such as dynamic batching, model parallelism, quantization,
and memory-efficient caching to optimize LLM inference.
For example, the “PagedAttention” technique of vLLM im-
proves memory efficiency for high-throughput batch inference;
TensorRT-LLM integrates many optimization techniques, like
kernel fusion and quantization and Triton support to cooper-
ate latest GPU architecture; DeepSpeed improves scalability
and applies distributed optimizations on the most powerful
and largest language models.

While prior work primarily focused on the energy demands
of training LLMs, since it requires massive GPU resources and
GPU hours. But recent evidence [4, 14] shows that inference
process now dominates the energy footprint in large-scale
deployments. According to a report on the operational lifecycle
of LLMs from Amazon Web Services (AWS) [12], inference
consumes nearly 90% of the energy consumption. Inference is a
continuous process that runs every time a user interacts with a
system powered by an LLM, while training only occurs during
the development or fine-tuning phases of a LLM. This constant
demand makes inference the primary driver of computational
expense, latency, and energy use. Measuring and optimizing
inference efficiency have become essential for researchers and
companies to reduce both costs and environmental footprint
of AL

Although inference now dominates the energy footprint of
LLMs, power consumption and energy efficiency of inference
still receive less attention than the energy costs of training and
fine-tuning LLMs. At the same time, there is no comprehensive
evaluations of power consumption across inference engines
during the lifecycle of inference. This gap is particularly
concerning for cloud environments and data centers, since
power consumption directly impacts operational costs and
environmental sustainability. For instance, a single high-end
GPU, such as the NVIDIA A100 and H100, can consume
hundreds of watts during inference, and scaling this across
clusters amplifies the energy demand exponentially.

In this paper, we conduct the first comprehensive evaluation
of power consumption and benchmark the energy efficiency
across several widely used LLM inference engines, including
vLLM, TensorRT-LLM, DeepSpeed, and Transformers. Our
study provides a fine-grained analysis by decomposing the
inference lifecycle into two stages: (1) the setup stage, which
includes engine initialization and model loading steps; and
(2) the token generation stage, where actual inference takes
place. For each stage, we further measure real-time power
consumption across key hardware components, including the
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total power input, GPU, CPU, and DRAM. Contributions of
this paper include benchmarking several inference engines and
presenting a breakdown analysis to share key insights about
energy efficiency, and answering the following questions:

e During the setup stage, what is the power consump-
tion of initializing inference engines and loading LLMs,
until the first token is generated?

e During the token generation stage, how does power
consumption and energy efficiency vary across infer-
ence engines, considering GPU, CPU, and memory
components?

e What is the relationship between energy efficiency
and throughput? We investigate the hypothesis that
higher throughput can improve energy efficiency by
reducing per-token energy cost.

e [s there a single inference engine that optimizes energy
efficiency across all scenarios?

2 BACKGROUND AND RELATED WORK

This section provides the background and reviews prior work
relevant to our study, including the inference engines we
evaluate and the related research on energy consumption
during LLM inference.

21

To evaluate energy efficiency, we focus on four representative
and widely-used LLM inference engines: Transformers, vLLM,
DeepSpeed and TensorRT-LLM.

The Hugging Face Transformers [10] is a widely used and
highly flexible framework to deploy LLMs in all kinds of envi-
ronments. It is designed to support a wide range of models
and hardware. But it is not a dedicated and optimized infer-
ence engine, that’s why we use it as a baseline for comparison.
vLLM [15] is an open-source inference engine designed for high-
throughput LLM serving. Its key innovation is Paged Attention
technique, which optimizes memory management by partition-
ing key-value caches to enable efficient batch inference with
minimal memory overhead. Microsoft’s DeepSpeed [2] is a dis-
tributed training and inference engine optimized to improve
the scalability of models. It utilizes techniques like Zero Re-
dundancy Optimizer (ZeRO) and model parallelism to reduce
memory and computational overhead. The unique ability
of DeepSpeed is to handle the most powerful and largest-
scale LLMs across multiple devices. TensorRT-LLM [27] is
NVIDIA’s specialized LLM inference engine optimized for
execution on Nvidia GPUs. It integrates Triton and targets
low-latency and high-performance inference for real-time ap-
plications.

Inference Engines

2.2 Energy Consumption in Inference

While significant research has addressed energy consumption
in LLM training, energy efficiency research on LLM inference
engines remains underexplored.

Several studies [11, 20, 24] quantified the carbon footprint
of training and fine-tuning NLP models. Desislavov et al. [8]
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analyzed energy cost in small scale NLP models during infer-
ence, but their findings do not extend to modern LLMs or
LLM inference engines. Recently, some work [23, 30] studied
the relationship between energy consumption and the param-
eters of LLMs. In their paper, they use only one engine to
serve LLM or even use naive ways to deploy LLMs. They still
ignore the role of engines and the comparison across LLM
inference engines. -

In summary, these studies do not systematically compare
inference engines or measure energy efficiency across diverse

workloads. (P 9 ouA Wl 5 18 Cjie

3 PROBLEM FORMULATION AND MEASUREMENT
APPROACH

This section presents a mathematical model to quantify the
power consumption of LLM inference lifecycle on inference
engines and provides the measurement methodology we used
for breakdown analysis.

3.1 Problem Formulation

In general, inference is the process of using the deployed LLM
to generate responses to user queries. If we apply inference
engines to serve LLM inference, we can breakdown the whole
inference process into two stages: the setup stage and token
generation stage.

The total energy consumption of an inference engine during
the inference lifecycle can be modeled into two stages as
follows:

(1)
(2)

Etotal = Esetup ETG
=FEig EFum T Epr
where:

o Egetup: energy consumed during the setup stage, which
includes the initialization process of the inference en-
gine and the loading process of the LLMs.

o FErq: energy consumed during the token generation
process.

e Frp: energy consumed during the initialization process
of inference engines.

e Fp: energy consumed during the loading process of
LLMs.

e T: number of tokens generated during token generation
process.

e FEpr: energy consumed per token during token gener-
ation process.

3.2 Measurement Methodology and Breakdown Analysis
of Energy Consumption

For each stage, we measure power consumption across key
system components, including GPU, CPU, and DRAM. The
energy consumption of each component can be expressed as

the following:

EPowerInput = EGP*ECPU EpraM EoOthers (3)
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Table 1. Energy Consumption and Latency of Loading Inference Engines and Model Loading for Different Model Sizes

Phase Engine/Model Metrics
Latency (s) Total Energy (J) GPU Energy (J) CPU Energy (J) DRAM Energy (J)

vLLM 48.39 27209.42 7298.76 11985.02 982.83
B Transformers 2.89 1632.91 413.02 518.35 70.81
TE DeepSpeed 2.92 1691.98 419.71 538.71 71.98
TensorRT-LLM 30.21 18722.34 4566.90 8627.28 627.02
vLLM - 1B 3.81 2302.98 691.22 1028.89 80.73
N ;"\ vLLM - 3B 9.1 5502.72 1792.73 2328.41 194.54
w vLLM - 8B 11.64 7184.06 2480.81 2659.39 251.56
Transformers — 1B 1.29 748.43 229.19 323.24 27.85
R Transformers — 3B 1.75 1020.65 311.28 469.02 38.37
Ery; Transformers — 8B 3.31 1963.59 586.35 726.50 84.18
DeepSpeed - 1B 1.23 718.59 218.47 316.14 28.38
DeepSpeed - 3B 1.77 1024.17 313.37 474.21 39.11
DeepSpeed - 8B 3.23 1951.83 574.56 712.26 82.07
TensorRT-LLM - 1B 2.62 1734.79 522.29 762.74 56.21
TensorRT-LLM - 3B 4.27 3022.91 917.63 1492.41 102.67
TensorRT-LLM - 8B 7.92 4892.89 1492.7 2088.12 162.83

To collect and measure the power draw information of
key component, we utilize multiple hardware-specific tools.
Specially, we use IPMI [5] to monitor total system power draw;
for GPU partition, we use NVIDIA Management Library [7]
to collect real-time GPU power usage during the inference
process; then we use Intel RAPL [6] to record CPU and
DRAM subsystem power consumption.

In the quation, Fothers denotes for the power consumed
by other system components not explicitly monitored, such
as motherboard controllers, storage devices, fans, and power
conversion losses. While we do not isolate these components
individually, their contribution is included in the total system
power reported by IPMI (usually accounts for 20%-25%).

To avoid variability of the system power information, we
perform multiple runs (100 times in our experiments) and
compute average values for each component.

4 EVALUATION

In our evaluation section, we benchmark the power consump-
tion of vLLM, DeepSpeed, TensorRT-LLM and Transformers
and conduct a breakdown analysis.

4.1 Experimental Setup

The experiments were performed on a dedicated server with
two NVIDIA H100 GPUs (94GB memory each), paired with
two Intel Xeon Gold 6426Y CPUs (16 cores, 32 threads each)
and 503GB of RAM.

Since we only have 2 GPUs in this experiments, we chose
to evaluate small-scale Llama series: Llama 3.1-8B, Llama
3.2-1B and Llama 3.2-3B. In the following sections, we use
1B, 3B and 8B to denote these LLMs. For a fair comparison,
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we set the decoder temperature as 0.8 and the top-p value as
0.95 across all engines. We chose Alpaca [25] as our dataset,
which contains 52,002 prompts generated by OpenAl’s text-
davinci-003 engine [19].

4.2 Evaluation Metrics

To comprehensively evaluate the energy efficiency of LLM
inference frameworks, we define the following metrics:

e During the setup stage, we measured latency and
energy consumption of initialing engines and loading
LLMs until first token.

e During the token generation stage, we measured three
types of energy consumption during inference: energy
per token, energy per response and energy per second.

e Energy/throughput ratio: we evaluated the relation-
ship between energy efficiency and throughput of each
engine.

4.3 Latency and Energy Consumption of Initialing
Engines and Loading Models

The table 1 provides a detailed comparison of TTFT (Time
to First Token) latency and energy consumption during the
setup stage. We list the latency, total energy, GPU energy,
CPU energy and DRAM energy consumed during the engine
initialing and models loading process. In the table, red color
denotes the most suboptimal energy efficiency, and green color
denotes the highest energy efficiency.

As shown in the table, Transformers and DeepSpeed take
only 2 to 3 seconds for engine loading, while TensorRT-LLM
and vLLM consume over 30 seconds. In loading LLMs step,
vLLM still takes the longest time and consumes the most

Volume 5 Issue 2, July 2025



energy across all LLMs. Transformers and DeepSpeed are the
most efficient engine to load LLMs, and they only consume
less than 1/3 energy compared to vLLM. The table demon-
strates that Transformers and DeepSpeed have better energy
efficiency compared to TensorRT-LLM and vLLM during the
setup stage.

The experimental results show that the deployment of
vLLM and TensorRT-LLM is much slower than that of Trans-
formers and DeepSpeed. In general, vLLM’s initialization
involves setting up “PagedAttention” for efficient memory
management and configuring distributed inference for token
generation process; TensorRT-LLM requires extensive model
compilation, including layer fusion, and hardware-specific
CUDA kernel generation. These optimization techniques are
designed to accelerate the token generation step, however, it
will increase the workload of initializing engines and loading
models. In contrast, Transformers uses dynamic computation
graphs with limited hardware-specific optimizations for infer-
ence. These features will help it to have faster deployment.

4.4 Energy Consumption during Token Generation Stage

Three workload configurations were used during the token
generation stage to simulate the workloads of real-world sce-
narios:

e Standard Load: Batch size of 128, output tokens of

500

e High Concurrency: Batch size of 256, output tokens
of 500

e High Throughput: Batch size of 256, output tokens of
2000

Energy Consumption by Workload Configuration
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Fig. 1. Heatmap of Energy per Token across All Engines

4.4.1 Energy per Token. The most important metrics to mea-
sure energy efficiency is “energy per token”. Figure 1 presents
a heatmap of the metrics across the three workload config-
urations on these engines. Green blocks indicate the better
energy efficiency. Under Standard Load, all engines have low
energy per token. In High Concurrency, vLLM achieves the
lowest energy per token by optimizing GPU utilization for
large batch sizes. For High Throughput workload, vLLM and
TensorRT-LLM are better engines compared to the other two
engines. Transformers consumes the largest energy to generate
tokens since it struggles with large scale parameters of LLMs.
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In summary, vLLM and TensorRT-LLM are energy efficient
on all kinds of scenarios, especially on high-concurrency and
high-throughput tasks.

Component-Wise Energy Consumption per Token Across Inference Engines
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Fig. 2. Component-Wise Energy Consumption per Token Across In-
ference Engines

Figure 2 provides a breakdown component-wise analysis
on energy consumption per token. GPU consumes more than
50% of the total energy. vLLM still achieves the best en-
ergy efficiency across all separate components. Under High
Throughput workloads, vLLM achieved the lowest GPU en-
ergy consumption at only 0.081 J/token, which is only 4% of
GPU energy consumption of Transformers. TensorRT-LLM
followed at 0.094 J/token and DeepSpeed recorded 0.759
J/token. A similar trend is observed for CPU and DRAM
energy consumption. vLLM also maintains the lowest CPU
and DRAM energy usage, significantly outperforming the
other engines.

As mentioned above, vLLM and TensorRT-LLM achieve
much better energy efficiency per token during inference due
to their optimization techniques tailored for LLM inference
processing. The advantages are even bigger when they have
larger batch sizes, which means they have better scalability
in HPC environments.

4.4.2 Power Consumption Per Response. Figure 3 shows the
results of “Energy per Response” across all workloads. For
High Throughput, TensorRT-LLM achieved the lowest total
energy at 510.4 J, while its efficient GPU energy of 232.1 J ac-
counts for 45% of total energy per response. vLLM consumed
the highest energy at 700.8 J per response. Transformers and
DeepSpeed recorded similar total energies and component en-
ergies. Across all components, CPU and DRAM contributions
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Component-Wise Energy Consumption per Response Across Inference Engines
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Fig. 3. Component-Wise Energy Consumption per Response Across
Inference Engines

were consistent across engines, with 12-13% and 1-2% of total,
respectively. Both figures indicate that GPU optimizations
primarily drive energy differences.

While vLLM demonstrates the best energy efficiency per
token, it shows the worst energy consumption per response.
This contrast arises because different engines applies different
ending policy of inference, the actual number of output tokens
are different. vLLM generates the largest number of tokens per
response on Alpaca dataset. So the total energy per response
is highest compared to other engines.

4.4.3 Power Consumption Per Second. As shown in Figure 4,
Transformers and DeepSpeed have similar energy numbers on
all seperate components. TensorRT-LLM is the most energy
efficient engine on the metrics of “energy per second”. vLLM
still has the largest Watts number across all the engines on
each component. When they serve 1B model, the difference
of total energy across all engines is small. DeepSpeed have
similar energy per second with vLLM, but it generated less
tokens than vLLM. Transformers consumes the least DRAM
energy due to its memory utilization technique. The trend of
this figure is similar to the figure of “energy per response”.

4.5 Energy Efficiency/Throughput Ratio

Figure 5 illustrates the relationship between “energy per
token” and “throughput” across all engines. The plot validates
the hypothesis that higher throughput can improve energy
efficiency by reducing per-token energy cost. As shown in
the following equation, if we multiply the value of energy
per token and throughput together, the results would be the
energy per second. From the previous figures, we know GPU
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Energy per Second Comparison and Key Performance Data
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Fig. 4. Component-Wise Energy Consumption per Second Across
Inference Engines

and CPU dominates the power consumption.

Watts = Watts - s /token - token/s (4)
= J/token - token/s (5)
(6)

When a system is at idle states, GPUs and CPUs consume
substantial baseline power at about 120W. As throughput
increases during High Concurrency or High Throughput work-
load, GPU and CPU power draw rises to about 1000W. But
energy per Token decreases at higher throughput, as the fixed
idle power is amortized over more tokens generated per unit
time.

If researchers can improve the performance and through-
put of a inference engine, the energy efficiency will also be
improved.

= Energy per token - Throughput

4.6 Is There a Single Overall Best Solution on Energy
Efficiency?
Our evaluation shows that no single inference engine uni-
versally optimizes energy efficiency during the lifecycle of
inference. As shown in Table 1, during the setup stage, Trans-
formers and DeepSpeed are the most efficient in both latency
and energy consumption on each component. But during
the token generation stage, vLLM and TensorRT-LLM dom-
inate in energy efficiency per token, especially under High
Concurrency or High Throughput workload.

These findings provide insights for engine selection. For
latency-sensitive or on-demand environments, DeepSpeed and
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Throughput vs Energy per Token
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Fig. 5. The Relationship between Energy per Token and Throughput

Transformers may be better choices. For an intensive infer-
ence environment, vLLM or TensorRT-LLM are the preferred
choices.

5 CONCLUSION AND FUTURE WORK

In this paper, we benchmarked the power consumption of
inference engines during the whole LLM inference lifecycle,
including the setup stage and token generation stage. Our ex-
perimental results also provide a fine-grained breakdown anal-
ysis across key system components, including GPU, CPU, and
DRAM for each stage. By profiling the power consumption
experiments, we offer a detailed understanding of where and
how energy is consumed during LLM inference lifecycle. These
insights reveal critical inefficiencies and guide the development
of more energy-aware inference engines and frameworks.

In the near future, we plan to expand this study to further
advance the development of energy-efficient LLM inference
systems. First, we will evaluate more inference engines on more
larger-scale LLM models to assess the scalability of energy
efficiency across model sizes and complexities. We will extend
our experiments to large-scale GPU clusters, analyzing the
impact of distributed inference and inter-GPU communication
on energy consumption, particularly for large-scale, real-world
workloads. Then, we will propose to design and develop a novel
energy-efficient inference engine or framework that integrates
the strengths of existing systems. Our findings serve as a
foundation for future research on sustainable AI deployment
and system-level optimization.
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